Discrete neural substrates underlie complementary audiovisual speech integration processes
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A B S T R A C T

The ability to combine information from multiple sensory modalities into a single, unified percept is a key element in an organism's ability to interact with the external world. This process of perceptual fusion, the binding of multiple sensory inputs into a perceptual gestalt, is highly dependent on the temporal synchrony of the sensory inputs. Using fMRI, we identified two anatomically distinct brain regions in the superior temporal cortex, one involved with processing temporal-synchrony, and one with processing perceptual fusion of audiovisual speech. This dissociation suggests that the superior temporal cortex should be considered a "neuronal hub" composed of multiple discrete subregions that underlie an array of complementary low- and high-level multisensory integration processes. In this role, abnormalities in the structure and function of superior temporal cortex provide a possible common etiology for temporal-processing and perceptual-fusion deficits seen in a number of clinical populations, including individuals with autism spectrum disorder, dyslexia, and schizophrenia.

© 2010 Elsevier Inc. All rights reserved.

Introduction

The integration of multiple sensory signals into a single, fused percept is reliant upon a number of signal properties, including temporal synchrony (Bishop and Miller, 2009; Macaluso et al., 2004; Meredith, 2002; Meredith et al., 1987; Miller and D'Esposito, 2005; Stevenson et al., 2010). Temporal synchrony, along with other signal properties, allows an organism to properly fuse sensory signals originating from a single external event (perceptual fusion, or binding), and likewise, to properly dissociate signals that originate from distinct external events. The relationship between synchrony and fusion is demonstrated by the well-known finding that greater temporally asynchrony of a pair of sensory signals leads to a lower probability of perceptual fusion and perceived synchrony (Conrey and Pisoni, 2006; van Atteveldt et al., 2007; van Wassenhove et al., 2007). Although the correlation between synchrony and fusion establishes a relationship between them, it also makes it difficult to isolate the effects of each factor using only behavioral measurements.

Neuroimaging measures have also been used to study the effects of temporal synchrony and perceptual fusion with multisensory stimuli. Synchrony of speech modulates brain activation in a number of multisensory regions (Macaluso et al., 2004; Miller and D'Esposito, 2005; Stevenson et al., 2010), but multiple studies have found different effects, ranging from enhancement to suppression. With one exception (Miller and D'Esposito, 2005), the neuroimaging studies of speech synchrony, like the behavioral studies, have not attempted to isolate the effects of temporal synchrony from the effects of perceptual fusion. Furthermore, perceptual fusion has been shown to modulate multisensory brain activation when manipulating in isolation from synchrony (Bushara et al., 2003). Thus, it remains unclear whether or not the effects of synchrony on brain activation in multisensory brain regions are due to the concomitant changes in perceptual fusion caused by manipulations of temporal synchrony.

In this study, we focus on BOLD activation in multisensory superior temporal cortex (STC), one of the most commonly studied multisensory regions. Activation in this region is modulated both by temporal synchrony (Macaluso et al., 2004; Miller and D'Esposito, 2005; Stevenson et al., 2010) and perceptual fusion (Bushara et al., 2003). Furthermore, there is now other converging evidence that mSTC may be composed of several subregions with distinct responses based on input modality (Beauchamp et al., 2004) which are differentially driven by synchrony, with one subregion responding only when sensory inputs are precisely synchronous, and another parametrically varying with asynchrony level (Stevenson et al., 2010).

Further evidence that mSTC plays a role in audiovisual temporal synchrony processing and perceptual fusion has been found in several...
clinical populations, such as autism spectrum disorder (ASD), schizophrenia, and dyslexia. Impairments in the ability to detect asynchronies in audiovisual speech has been reported in ASD (Bebko et al., 2006), schizophrenia (Foucher et al., 2007), and dyslexia (Hairston et al., 2005). All three groups also show impairments in perceptual fusion of audiovisual inputs, particularly as indexed by the McGurk effect (Bastien-Toniazzo et al., 2009; Bleich-Cohen et al., 2009; Boddart and Zilbovicius, 2002; de Gelder et al., 2003; Foss-Feig et al., 2009; Gervais et al., 2004; Mongillo et al., 2008; Pearl et al., 2009; Pohlrey and Carter, 2008a,b; Ross et al., 2007; Smith and Bennetto, 2007; Suruguladze et al., 2001; Szycik et al., 2009) and a reduction of effects of congruency in mSTC and auditory brain regions (Blau et al., 2010, 2009). In addition to sharing common impairments of temporal processing and perceptual fusion of audiovisual speech, individuals with ASD (Bastien-Toniazzo et al., 2009; Boddart et al., 2004; Boddart and Zilbovicius, 2002; Gervais et al., 2004; Levitt et al., 2003; Pohlrey and Carter, 2008a,b), schizophrenia (Boddart and Zilbovicius, 2002; Gervais et al., 2004; Shenton et al., 2001), and dyslexia (Pekkola et al., 2006; Richards et al., 2008) also show atypical anatomy in STC and atypical activation in mSTC during language processing. The co-occurrence of anatomical and functional differences in mSTC between typically developing and atypical individuals has led to the hypothesis that dysfunction in mSTC may lead to the impairments of both temporal processing and perceptual fusion of audiovisual speech in ASD (Brunelle et al., 2009; Zilbovicius et al., 2000), schizophrenia (Ross et al., 2007), and dyslexia (Wallace, 2009), providing further evidence that mSTC is involved in these two processes.

In this report, the effects of temporal synchrony and perceptual fusion on BOLD activation were isolated and compared across two sub-regions of mSTC known to be modulated by temporal offsets in audiovisual speech. Trials were conditionalized based on perceptual fusion independent of temporal synchrony. Two sub-regions of mSTC produced contrasting patterns of activation. Synchrony-defined mSTC, which was defined as responding more with synchronous than asynchronous stimulus presentations, was not sensitive to the perception of fusion. Bimodal mSTC, which was defined as responding strongly with both visual and auditory stimuli, was sensitive to the perception of fusion but was not sensitive to changes in synchrony. Data from the current study were also related to previous measures of BOLD activation with parametrically varied audiovisual speech in B-mSTC and S-mSTC. The present findings suggest that despite the strong relations between temporal synchrony and perceptual fusion behaviorally, discrete neural substrates underlie the processing of temporal synchrony and perceptual fusion. The activations reflecting these complimentary processes were found in sub-regions of mSTC, suggesting that mSTC is the site of multiple processes associated with audiovisual integration of speech signals.

**Methods and materials**

**Participants**

Participants included 12 right-handed native English speakers (6 female, mean age = 22.3, s.d. = 2.8). The experimental protocol was approved by the Indiana University Institutional Review Board and Human Subjects Committee.

**Stimulus materials**

Stimuli included dynamic, audiovisual (AV) recordings of a female speaker saying ten nouns (see Fig. 1). Stimuli were selected from a previously published stimulus set, The Hoosier Audiovisual Multi-Talker Database (Sheffert et al., 1996). All stimuli were spoken by speaker F1. The stimuli selected were monosyllabic English words that had the highest levels of accuracy on both visual-only and audio-only recognition (Lachs and Hernandez, 1998), and resided in low-density lexical neighborhoods (Luce and Pisoni, 1998; Sheffert et al., 1996). Words were chosen to belong to two categories. Body-part words included face, leg, mouth, neck, and teeth, and environmental words included beach, dirt, rain, rock, and sand. These same tokens were used successfully in categorization tasks in previous studies (Stevenson et al., 2010; Stevenson and James, 2009; Stevenson et al., 2009). Audio signal levels were measured as root mean square contrast and equated across all tokens.

All stimuli throughout the study were presented using MATLAB 5.2 (MATHWORKS Inc., Natick, MA) software with the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997), running on a Macintosh computer. Visual stimuli were projected onto a frosted glass screen using a Mitsubishi XL30U projector. Visual stimuli were 200 x 200 pixels and subtended 4.8 x 4.8" of visual angle. Audio stimuli were presented using pneumatic headphones.

**Behavioral pre-scan procedures**

Prior to scanning, participants’ individual sensitivity to asynchrony was measured in an MRI simulator designed to mimic the actual MRI. The simulator consisted of an in-house mock scanner complete with bore, sliding patient table, and rear-projection, frosted-glass image presentation, seen through a mirror mounted on a plastic replica head coil, and headphones for stimulus presentation. Speakers mounted within the simulator were connected to a recording of the same EPI sequence used during functional scans. Participants were presented with the audiovisual spoken-words described above with the
temporal synchrony varied parametrically in 33 ms increments from 300 ms audio preceding video to synchronous trials (see Figs. 1a and b). Participants performed a two-alternative forced-choice (2AFC) task in which they reported if they perceptually fused the auditory and visual components of the stimulus (i.e., did they perceive the auditory and visual components as a single, unified event or as two distinct events). During the task, pre-recorded scanner noise was played at a sound level equal to the actual MRI. Fifty trials were presented for each level of onset asynchrony, and responses were collected by a button press. A sigmoid function was fit to the behavioral data, and each participant’s 50% perceptual-fusion threshold (where half of the trials were perceptually fused and half unfused) was identified, and later used as the level of onset asynchrony for the respective participant’s ambiguous stimulus condition during experimental imaging runs in the scanner.

Scanning procedures

Each imaging session included two phases: functional localizer runs and experimental runs. Functional localizers consisted of stimuli presented in a blocked stimulus design while participants completed a 2AFC semantic-categorization task with identical single-word, audiovisual utterances used in the pre-scan behavioral session (body-part word or environmental word). Each run began with the presentation of a fixation cross for 12 s followed by six blocks of audio (audio plus visual fixation cross), visual (visual plus ambient scanner noise), or audiovisual stimuli. The auditory and visual components of the stimuli were semantically congruent as well as temporally synchronous. Each run included two 16 s blocks of each stimulus type, with blocks consisting of eight stimulus presentations, separated by 0.1 s inter-stimuli intervals (ISI). New blocks began every 28 s separated by fixation. Runs ended with 12 s of fixation. Block orders were counterbalanced across runs and participants. Each participant completed two functional localizer runs. This functional localizer was used to specifically target bimodal mSTC, a posterior region of the superior temporal cortex. Bimodal mSTC shows strong activation with both auditory and visual stimuli. It also shows stronger activation with audiovisual stimuli than with either visual or audio stimuli alone. Based on this activation profile, bimodal mSTC is sometimes localized by contrast activation with an audiovisual stimulus condition to the maximum of the visual or auditory conditions (Beauchamp, 2005; Werner and Noppeney, 2009). Alternatively, bimodal mSTC can be localized with a conjunction of contrasts showing visual = rest and auditory = rest (Beauchamp et al., 2004). The latter method with the same specific parameters described here has been used successfully in several previous studies to localize bimodal mSTC (Stevenson et al., 2010, 2007; Stevenson and James, 2009). When localized using this method, bimodal mSTC has been shown to exhibit changes in BOLD response related to differences in audiovisual modality and synchrony (Stevenson et al., 2010), making it an ideal region of interest for the current study.

During experimental runs, participants were presented with single-word audiovisual utterances at one of three temporal onset asynchronies, synchronous (0 ms), asynchronous (400 ms), or ambiguous. For the ambiguous condition, onset asynchrony was determined individually for each participant as the amount of asynchrony required for perceptual fusion to be reported 50% of the time during a behavioral prescan session. Stimuli were presented in a fast event-related design. Participants carried out a fused–unfused 2AFC task identical to that used in the prescan session. Again, subjects were asked if they perceived the auditory and visual components as a single, unified event or as two distinct events, and responded via button press. Runs began with the presentation of a fixation cross for 12 s, followed by 28 pseudorandomly ordered trials, (such that on average, each trial type was preceded by an equal distribution of trial types; \(X^2 = 0.07, p = 0.96\); (Dale and Buckner, 1997; Serences, 2004)) including seven synchronous trials, seven asynchronous trials, and 14 ambigious trials (which were later divided into perceptually-fused and un-fused trials based on the participant’s response to the 2AFC fused–unfused task). For every seven trials of each stimulus type, four trials were preceded by a two-second ISI, two trials preceded by a four-second ISI, and one trial by a six-second ISI, with ISIs consisting of a static visual fixation cross. Runs concluded with 12 s of fixation. Trial and ISI orders were pseudorandom and counterbalanced across runs, and run order was counterbalanced across participants. Each participant completed 10 experimental runs, for a total of 70 synchronous and 70 asynchronous trials, and 140 ambiguous trials.

 Imaging parameters and analysis

 Imaging was carried out using a Siemens Magnetom Trio 3-T whole-body scanner, and collected on an eight-channel phased-array head coil. The field of view was 22 × 22 × 11.2 cm, with an in-plane resolution of 64 × 64 pixels and 33 axial slices per volume (whole brain), creating a voxel size of 3.44 × 3.44 × 3.4 mm. Voxels were resampled to 3 × 3 × 3 mm during pre-processing. Images were collected using a gradient echo EPI sequence (TE = 30 ms, TR = 2000 ms, flip angle = 70°) for BOLD imaging. High-resolution T1-weighted anatomical volumes were acquired using turbo-flash 3-D sequence (TI = 1.100 ms, TE = 3.93 ms, TR = 14.375 ms, flip angle = 12°) with 160 sagittal slices with a thickness of 1 mm and a field of view of 224 × 256 (voxel size = 1 × 1 × 1 mm).

 Imaging data were pre-processed using Brain Voyager™ 3-D analysis tools. Anatomical volumes were transformed into a common stereotactic space (Talairach and Tournoux, 1988) using an eight-point affine transformation. All functional volumes were aligned to a reference volume, which was the first volume of the functional run acquired closest in time to the anatomical series. The reference volume was co-registered to the untransformed anatomical volume. Using the parameters from these three transformations, functional volumes were transformed into the same common stereotactic space as the anatomical volumes. Before transformation, functional volumes then underwent a linear trend removal, 3-D spatial Gaussian filtering (FWHM 6 mm), slice scan-time correction, and 3-D motion correction. Runs with more than 1 mm of motion were excluded from further analysis.

 Whole-brain, random-effects (RFX) statistical parametric maps (SPM) were calculated using the Brain Voyager™ general linear model (GLM) procedure. The design matrix was assembled from separate predictors for each condition of audiovisual presentations (4 predictors total, 2 s events) modeled using a canonical two-gamma hemodynamic response function (Glover, 1999). Epoch-based event-related averages (ERAs), consisting of aligning and averaging all trials from each condition to stimulus onset, were created based on experimental condition for both the localizer and the experimental study. The use of variable ISIs combined with independent, pseudo-randomized trial orders, allows for an ERA analysis with similar fidelity to a deconvolution analysis without relying on the underlying assumptions associate with such an analysis (Serences, 2004). Hemodynamic BOLD response amplitudes were defined as the arithmetic mean of the time course within a time window of 4–6 s after trial onset for the fast event-related experimental runs.

 Results

 Behavioral

Behavioral data from the pre-scan session in which participants reported perceptual fusion were used to identify the temporal offset at which each individual participant fused 50% of the trials (group mean = 167 ms, s.d. = 46 ms). Each individual’s threshold was used in their ambiguous condition during scanning.
Imaging

Behavioral data in the experimental runs of the scanning session were calculated based on individual's reports of perceptual fusion. Across synchrony conditions, trials were subsequently conditiona- 
ized based on the participants' fusion responses. Synchronous trials 
that were reported as unfused and asynchronous trials that were 
reported as fused were not included in the fMRI analysis. Synchronous 
trials showed a mean fusion probability of 89% (s.d.=8%), and 
asynchronous trials showed a mean fusion probability of 7% 
(s.d.=8%). Ambiguous trials were conditionalized into either fused 
or unfused conditions, with none of the ambiguous trials discarded. 
Ambiguous trials had a mean perceptual fusion probability of 54% 
(s.d.=15%). In summary, the behavioral results of the experimental 
scanning runs produced four conditions, synchronous, fused, unfused, 
and asynchronous.

Functional data were analyzed using a region of interest (ROI) 
analysis to explore the relations between perceptual fusion and BOLD 
response in two specific subregions of mSTC, bimodal mSTC and 
synchrony-de 

The first ROI was a synchrony-defined subregion of mSTC 
(S-mSTC), which was localized bilaterally with data from the 
experimental runs using a contrast of synchronous→asynchronous 
(see Fig. 2a and Table 1) with voxels of activation deemed significant 
at a minimum voxel-wise p-value of 0.001, with an additional 
statistical constraint of a cluster threshold of 10 voxels, a volume of 
270 mm³ (based off of the cluster-size threshold estimator plugin for 
Brainvoyager, which calculated a necessary cluster size of 217 mm³, or 
approximately 8 voxels). The cluster-threshold correction technique 
used here controls for false positives, with a relative sparing of 
statistical power (Forman et al., 1995; Thirion et al., 2007), and has 
been previously used to define mSTC (Stevenson et al., 2010, 2007; 
Stevenson and James, 2009). The location of S-mSTC was similar to the 
location reported previously, using the same technique (Stevenson 
et al., 2010), and also extended into insular regions. The second ROI, 
B-mSTC, was localized bilaterally using data from separate functional 
localizer runs. Those runs consisted of blocked presentations of 
unisensory visual and unisensory auditory speech signals.

Consistent with previous work (Stevenson et al., 2010, 2007; 
Stevenson and James, 2009; Stevenson et al., 2009), B-mSTC was 
de 

To measure a difference in BOLD percent change related to 
perceptual fusion in S-mSTC and B-mSTC, a 2 × 2 ANOVA was run, 
revealing a 2-way interaction (F(40,1) = 8.44, p = 0.006) of brain 
region and perceptual fusion (fused and unfused). Given this 
interaction, a within-brain-region analysis of BOLD change across 
levels of perceptual fusion was conducted, showing a significant effect 
of fusion in B-mSTC, with unfused trials producing larger BOLD

<table>
<thead>
<tr>
<th>ROI definition</th>
<th>Hemisphere</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Voxels</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-mSTC</td>
<td>Right</td>
<td>52</td>
<td>−21</td>
<td>11</td>
<td>2656</td>
<td>13.7</td>
<td>1.73 e−15</td>
</tr>
<tr>
<td>(A∩V)</td>
<td>Left</td>
<td>−52</td>
<td>−20</td>
<td>10</td>
<td>3807</td>
<td>15.3</td>
<td>2.09 e−16</td>
</tr>
<tr>
<td>S-mSTC</td>
<td>Right</td>
<td>41</td>
<td>−25</td>
<td>20</td>
<td>2502</td>
<td>12.8</td>
<td>7.94 e−8</td>
</tr>
<tr>
<td>(synchrony)</td>
<td>Left</td>
<td>−33</td>
<td>−27</td>
<td>21</td>
<td>1000</td>
<td>6.2</td>
<td>5.07 e−5</td>
</tr>
</tbody>
</table>
response amplitudes than fused trials ($t = 3.37, p = 0.0031$; Fig. 3b), but no significant effect within S-mSTC ($t = 0.09$; Fig. 2b). This pattern of results suggests that one subregion of mSTC, B-mSTC, is driven by perceptual fusion, but the other subregion, S-mSTC is not.

While our main analysis showed that B-mSTC showed a significant difference between fused and unfused trials in which identical stimuli were presented, B-mSTC also showed significantly higher levels of activation with the asynchronous condition than with the synchronous condition ($t = 3.67, p = 0.0015$; Fig. 3b). Interestingly, there was no significant difference found ($t = 0.87$) between the fused trials and the asynchronous trials (which were also not perceptually fused). Likewise, there was no significant difference found ($t = 0.56$) between fused trials and synchronous trials (which were also perceptually fused). Taken together, the results clearly show that the differences observed between perceptually-fused and -unfused trials were not dependent on the level of synchrony between the auditory and visual presentations, suggesting that area B-mSTC is specifically driven by processes involved in producing perceptual fusion, which operate across a range of temporal asynchronies.

In S-mSTC, higher levels of activation were seen with the synchronous condition than the asynchronous condition ($t = 5.41, p = 0.0001$), in both the fused condition ($t = 3.80, p = 0.0011$) and the unfused condition ($t = 3.52, p = 0.0021$). To some degree, these results were expected, based on the contrast (synchronous vs. asynchronous) used to select the voxels in the S-mSTC ROI. More precisely, posthoc tests that included the synchronous or asynchronous conditions would be considered non-independent ROI analyses (Poldrack and Mumford, 2009). However, with that noted, the lack of a difference between the fused and unfused conditions (that is, conditions that were independent of the ROI definition), suggests that activation in S-mSTC is driven by the level of temporal synchrony, not by the presence of perceptual fusion.

The different patterns of BOLD percent change in these two subregions of mSTC across conditions suggest that activation in each region is driven by different aspects of the perceptual experience. S-mSTC is driven by the actual temporal synchrony of the two signals and B-mSTC driven by the percept of fusion. The results suggest that activations in these two subregions represent discrete processes, both of which are involved in multisensory integration, but each using distinct, complimentary operations to compare the sensory components.

Time courses from the localizer runs were also extracted from B-mSTC and S-mSTC, however, no statistically significant multisensory interaction was observed in the BOLD responses based on either the maximum or the sum criterion, a null result that has been previously found with highly-salient, blocked AV presentations (Stevenson et al., 2007; Stevenson and James, 2009).

**Discussion**

We identified two subregions of multisensory STC, bimodal mSTC and synchrony-defined mSTC (Stevenson et al., 2010), which exhibited qualitatively different BOLD response patterns with asynchronous audiovisual speech. We showed that S-mSTC activation was driven by temporal synchrony of the two input signals regardless of perceptual fusion, while B-mSTC activation was driven by the perceptual fusion, regardless of temporal synchrony. The distinct BOLD activation patterns in these two subregions of mSTC provide evidence that integration of speech signals involves at least two processing mechanisms, one that reflects the physical temporal alignment of auditory and visual sensory inputs, and another that reflects the psychological phenomenon of perceptual fusion of separate channels into a coherent perceptual gestalt.

The evidence for multiple processes in distinct subregions of mSTC supports and extends the hypothesis that mSTC is a core region (Miller and D’Esposito, 2005) or neural hub (Hagmann et al., 2008; McIntosh and Korostil, 2008; Sporns, 2010) of a sensory integration network. Multisensory STC is known to be involved in both bottom-up integration of sensory stimuli, receiving afferent projections from early visual and auditory cortex (as well as somatosensory) (Jones and...
Powell, 1970; Pandya and Yeterian, 1985; Seltzer and Pandya, 1978) and providing feedback to early sensory cortices (Pandya and Yeterian, 1985). Multisensory STC is also known to exhibit low-level multisensory interactions including inverse effectiveness (James and Stevenson, 2011; James et al., 2009, 2011; Stevenson et al., 2007; Stevenson and James, 2009; Stevenson et al., 2009), spatial congruence (Fairhall and Macaluso, 2009), and temporal synchrony (Macaluso et al., 2004; Miller and D’Esposito, 2005; Stevenson et al., 2010) effects. In addition to low-level sensory connections and interactions, mSTC also interacts with other cortical regions associated with higher-level neurocognitive multisensory interactions such as inferior frontal gyrus (including Broca’s area) and inferior parietal sulcus (Romanski et al., 1999). Given these anatomical and functional connections, viewing mSTC as a neural hub (Hagmann et al., 2008; McIntosh and Korostil, 2008; Sporns, 2010) of the multisensory processing network is warranted. Our results suggest that mSTC is involved with both low-level interactions (temporal synchrony) and higher-level interactions (perceptual fusion), both of which are predicted by this hypothesized role for mSTC (Miller and D’Esposito, 2005). The present data also suggest that mSTC is the site of multiple subregions that integrate auditory and visual information streams using complementary processes.

The results reported here provide insights into the original characterization of these two subregions of mSTC (Stevenson et al., 2010). S-mSTC exhibited a significant BOLD response only when the auditory and visual components of a stimulus were synchronous: audiovisual presentations with offsets as short as 100 ms showed no BOLD response. Our results also provide additional converging support for the previous findings suggesting that S-mSTC responds to the temporal coincidence of the sensory inputs, and extends these findings suggesting that S-mSTC is invariant to changes in perceptual fusion.

The results that B-mSTC is specifically driven by changes in perceptual fusion, rather than changes in synchrony, provide an explanation for previous results. Previously, we found that BOLD activation in B-mSTC varied parametrically with level of synchrony: the more asynchronous the presentation, the greater the BOLD response (Stevenson et al., 2010). Variations in level of synchrony, however, produce changes in the probability of perceptual fusion. Trials with greater asynchrony have a lower probability of perceptual fusion (Conrey and Pisoni, 2006; van Atteveldt et al., 2007; van Wassenhove et al., 2007). This relationship of asynchrony level and perceptual fusion, combined with the current findings suggesting that S-mSTC responds to the temporal coincidence of the sensory inputs, and extends these findings suggesting that S-mSTC is invariant to changes in perceptual fusion.
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